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A B S T R A C T   

With the aging of reinforced concrete structures, textiles, which are fiber composite materials, have been gaining 
attention for structural strengthening and replacement of steel reinforcements. The application of textile- 
reinforced mortar (TRM) is one method of strengthening structures using textiles. Various factors affect the 
performance when structures are strengthened with TRM; it is affected by the physical properties of the material, 
such as tensile strength and elongation, and external factors, which vary depending on the design condition, such 
as textile geometry and strengthening method. Therefore, it is necessary to develop an accurate method that 
considers the influence of various external factors for evaluating the load-bearing capacity in flexural of TRM- 
strengthened RC beam. A total of 100 experimental data were learned using a multilayer perceptron (MLP) 
deep learning model with 24 features, which were analyzed using explainable artificial intelligence, shapley 
additive explanations (SHAP). The MLP model exhibited a high performance, with a coefficient of determination 
of 0.9677, indicating the complex correlation between the given features. Regarding the influence of external 
factors on yield strength, the weft fiber spacing had a negative impact with high influence, and the warp fiber 
spacing was found to have a very low effect. The anchorage and the number of layers seemed to have a positive 
impact; however, the effect was small.   

1. Introduction 

The corrosion of steel reinforcements in concrete structures can 
shorten the life of the structures, deteriorate their performance, and 
cause accidents related to their collapse. Structural strengthening tech
nology using fiber composite materials has been in practice for two 
decades because such materials are noncorrosive and have a high 
strength-to-weight ratio. In particular, because the development of 
manufacturing technology and increased production are expected to 
secure economic feasibility, the possibility of using various fiber com
posite materials has increased. Textile-reinforced mortar (TRM) is used 
for strengthening structures using textiles and inorganic matrices, such 
as mortar. Textiles are made from fibers, such as carbon, alkali-resistant 
(AR) glass, and aramid, woven into fabrics with perforations between 
the fibers. This is advantageous for ensuring the integrity of a structure 

[1–3]. 
Many factors affect the performance of textiles in strengthened 

structures. A method for measuring the physical and mechanical prop
erties (tensile strength, bond strength and so on) of TRM coupon spec
imens was presented in AC434 and adopted in ACI 549.4R [4,5]. In 
addition, various external factors other than physical and mechanical 
properties can affect the TRM performance such as textile geometry, 
anchorage, and number of layers. 

In the case of textile geometry, D’Ambrisi and Focacci [6] find that 
strength increased with increasing thickness of fiber in transverse di
rection, but it could not conclude clear considering the in the range of 
experimental scatter [3]. Colombo et al. [7] found that delamination 
and crack propagation occurred in the weft direction when the weft 
spacing was small, the tension-stiffening effect increased as the weft 
spacing increased, and weft spacing variation not affects the load- 
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bearing capacity, but Park et al. [8] and Yin and Xu [9] found that the 
load-bearing capacity increased as the mesh size decreased because the 
weft fibers could serve as mechanical interlock for warp fibers. In the 
case of additional strengthening layer as anchor for TRM, Sneed et al., 
Escrig et al., and Raoof et al. [10–12] reinforced structures using U-strips 
to improve the efficiency of the strengthening system; however, they 
found no evidence that the method could produce an increase in the 
load-carrying capacity. By contrary, Wakjira et al. [13] and Dai et al. 
[14] confirmed that the addition of side reinforcements imparted a 
better performance in improving the flexural strength and fracture 
modes, and Park et al. [8] used bolt anchors at both ends of a beam to 
prevent the slipping of textiles and to significantly improve the stiffness 
and yield flexural strength. Ombres, L. [15] confirmed that the flexural 
performance of FRCM-strengthened beams could be improved by 
securing an appropriate bond length. In the case of number of layers, it 
was found that flexural strength was increased when layer increased 
from 1 to 3 in Raoof et al. [12], and 1 to 2 layers in Colombo et al. [7]. 
Tetta et al. [16] was also found that effectiveness of TRM jackets 
increased with increasing number of layers. However, Koutas et al. [3] 
summarized the effects of layer configuration in terms of the failure 
mode rather than the load-bearing capacity. 

In addition, textile-based concrete composites exhibit complex be
haviors, in which the strength and failure mode change according to the 
changes in various variables, such as textile geometry, curing method, 
size effect on tension hardening, bond strength, and prestress [7,17,18]. 
Many cases showed that different influences were exerted by the factors 
depending on the experimental environment. This phenomenon is 
because the experimental environment is limited, and many external 
factors as textile geometry and strengthening method affect the TRM. 
Therefore, it is necessary to establish an accurate performance evalua
tion system for designing the TRM strengthening method, and the 
evaluation process should consider various design factors of textiles. In 
these studies, the influence of external factors of the TRM on its per
formance was investigated through artificial intelligence (AI). 

To overcome the problems of a limited experimental environment, 
prediction studies have been conducted on the performance of concrete 
composite members using AI. Nguyen et al. [19] proposed a model for 
predicting the effective moment of inertia using gene expression pro
gramming (GEP) to predict the deflection of reinforced concrete (RC) 
beams reinforced with FRP. Taha et al. [20] performed a parametric 
study using backpropagation neural networks (BPNNs) to reflect the 
nonlinearity of FRPs, which affects the strength of the members. 
Naderpour et al. [21] used the group method of data handling to predict 
the moment capacity of ferrocement composites, and the predicted re
sults were compared with those obtained using BPNNs, an adaptive 
neuro-fuzzy inference system, GEP, and traditional equations. To solve 
the problems regarding limited data and limited mechanical and phys
ical insights into the prediction of the structural behavior and lifetime of 
textile-reinforced concrete (TRC), recurrent neural networks based on 
neural networks and time-dependent measurements or numerical anal
ysis have been introduced [22–24]. Neural networks have also been 
introduced to predict the flexural strength of TRC [25,26] and to 
determine the parameters of the bond model for FRCMs [27]. Wakjira 
et al. [28] compared seven machine learning and four existing analytical 
models for verifying a data-driven approach to determine the load and 
flexural capacities of FRCMs with feature on physical properties. The 
extreme gradient boosting (XGBoost) model showed better prediction 
ability compared with other machine learning and existing models, and 
the resistance reduction factor based on the XGBoost model was pro
posed to assess the functionality and performance of the structure with 
FRCMs. 

There are still insufficient cases of using AI to evaluate the behavior 
of structures, and the scope of the research is limited. Therefore, in this 
study, based on the experimental data of a TRM-strengthened RC beam, 
the load-bearing capacity in flexural was evaluated through AI, and 
various strength-influencing factors, called load-bearing capacity factors 

in this study, were analyzed using explainable AI (XAI). Thus, the po
tential of AI as a tool for the performance prediction and designing of 
structures was reviewed. 

2. Deep neural networks 

2.1. Artificial neural network 

An artificial neural network (ANN) is an AI tool that is inspired by the 
behavior of the human brain. It is known that a neural network can 
“learn” the representation of given data or solutions to a given task. To 
learn such information, a neural network determines the weights 
embedded in it such that the weights sufficiently represent the given 
data or solve the given task. The learning procedure using a deep neural 
network is called “deep learning”. Most modern deep learning algo
rithms are based on an optimization algorithm called the gradient 
descent to determine such weights. More specifically, deep learning al
gorithms consist of a model, an optimization algorithm, an error (loss) 
function, and a dataset; a model (i.e., a neural network) is optimized 
(learned) by an optimization algorithm to reduce the error (from an 
error function) between the target and output values obtained from the 
given input data (a dataset). 

It has been proven mathematically that a deep neural network with 
more than one hidden layer can learn (approximate) any complex 
function using the universal approximation theorem [29]. Therefore, a 
deep neural network is an appropriate model to predict load-bearing 
capacity while considering the complex relationship between features. 

2.2. XAI 

Deep neural networks are widely accepted in high-stake AI systems, 
such as autonomous driving, healthcare, and military systems [30]. 
Compared with traditional rule-based systems, these AI models perform 
remarkably well in predicting. However, identifying why deep neural 
networks provide such a prediction is still challenging because of their 
black-box nature; we do not know which part of the input data con
tributes to a certain prediction. Thus, explaining a given prediction by a 
deep neural network is indispensable to understanding its behavior and 
extracting interpretable knowledge. 

The contribution of each feature to the given prediction of load- 
bearing capacity is not specified in a deep neural network. Further
more, additional components such as TRM should be clearly specified to 
determine which properties affect the flexural performance and guar
antee safety. Hence, the XAI method is a state-of-the-art technique 
(when using a deep neural network as a predictor) to analyze the rela
tionship between the TRM properties and predicted load-bearing 
capacity. 

3. Experimental program 

3.1. Data 

The input features are presented in Table 1. Twenty-four features 
were determined by classifying the common or comparable features 
referred from 13 studies that evaluated under similar experimental 
conditions. Out of the 24 features, 12 features were related to RC and 11 
features were related to textiles. The feature of textile is divided two 
parts, one is material type of textile and the other one is design factors of 
TRM. Yield strength of the TRM-strengthened RC beam was included as 
a performance index and inference target. A total of 100 input data 
points were derived, as shown in Appendix A. There was not included 
the bond strength in dataset because the properties of mortar were 
omitted in some studies. Therefore, AI learning was conducted assuming 
that there was no problem with bond between RC subtract and TRM. 
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3.1.1. Preprocessing 
Before training our deep neural network model, the feature values 

were aligned within an identical distribution for better convergence 
[31]. We tested three different types of scalers: standard, robust, and 
min–max scalers. A standard scaler scales feature values into a stan
dardized normal distribution. A robust scaler, proposed in statistics, is 
robust against outliers. The min–max scaler transforms the minimum 
feature value into zero and the maximum feature value into one. After 
implementing these three scalers in an independent manner, the per
formance was found to be the highest when using the standard scaler. 
Hence, all the experiments described below were conducted using a 
standard scaler. 

For the train/test split, we implemented stratified sampling to pre
vent a biased split [32]. The distribution of the train/test set in the 
feature space should overlap so that representatives learned from the 
training dataset are applicable to the test set, which leads to credible 
evaluation results that are well aligned to the distribution of the training 
dataset. Finally, train data and test data were split in an 8:2 ratio for our 
experimental setup. 

3.2. Evaluation model 

3.2.1. Multi-layer perceptron (MLP) 
An MLP is composed of an input layer, hidden layers, and an output 

layer as shown in Fig. 1. Each layer is operated by a pile of perceptrons 
(in width) that compute the weighted sum of the given inputs and then 
convey the output signals through a predefined nonlinear activation 
function. The deeper and wider a neural network, the more complex the 
network; hence, the model eventually has the capability to learn more 
complex representations from the input data. The details of our model 
are as follows. 

The weights were initialized using the Xavier uniform initializer [33] 
before the model was trained. As the Xavier uniform initializer with the 
ReLU(Rectified Linear Unit) activation function [34] frequently fails to 
converge in deep neural networks [35], the ELU(Exponential Linear 
Unit) activation function proposed by Clevert et al. [36] was used be
tween every layer in the MLP model. The dimensions of each layer are 
listed in Table 2. 

3.2.2. Backpropagation by gradient descent 
Given a neural network model and a predefined loss function, the 

weights of the model are optimized to predict the target output by 
reducing the loss between the predicted value and target output. The 
method of optimizing the weights using the gradient of the loss function 
with respect to the weights is known as gradient descent. As the gradient 
calculated using the gradient descent method is propagated backward 
from the output layer to the input layer, all weights along the path 
through which the loss gradient passes are updated so that the predicted 
value approaches the target output. 

The Adam optimizer [37] was used to train the MLP model. Adam is 
a state-of-the-art optimizer that guarantees fast and robust learning and 
a high accuracy in almost all cases. We used the mean squared error 
(MSE) as the loss function. It is expressed as follows: 

MSE =
1
N

∑N

i=1
(yi − ŷi)

2
, (1)  

where N denotes the number of data points, yi denotes the target output, 
and ŷi denotes the predicted output value. Our MLP model attempts to 
optimize weights using the backpropagation algorithm with the Adam 
optimizer, such that the error between the predicted and target outputs 
is as low as possible. 

3.3. XAI model 

Recently, various methods have been proposed to help researchers 
and end users understand the predictions from deep neural networks. 
Among them, Shapley Additive exPlanations (SHAP) [38] is regarded as 
one of the most trustworthy frameworks that exploits the Shapley value 
concept from game theory [39]. A Shapley value is assigned to each 
feature for calculating the contribution value of the feature to a given 
prediction. In the Shapley value method, each feature value of a data 
sample and the corresponding prediction are assumed to be a player and 
the result of a game, respectively. As game theory seeks the contribution 
of each player to the result, the Shapley value method can be used to 
identify the contribution of each feature value to the prediction. 

SHAP was used to explain our AI model by unifying the Shapley 
value with previously proposed explanation methods (LIME [40] and 

Table 1 
Input features.  

Feature Description 

Design factors of 
RC 

b(mm) Beam width 
h(mm) Beam height 
d(mm) Effective depth of tension rebar 
d′

(mm) Effective depth of compression rebar 
As(mm2) Area of tension rebar 
A′

s(mm2) Area of compression rebar 
fck(MPa) Compressive strength at 28 days of concrete 
fy(MPa) Yield strength of tension rebar 
f ′

y(MPa) Yield strength of compression rebar 

L(mm) Length of RC beam 
l(mm) Clear span of RC beam 
a(mm) Distance between support and loading point 

Material type of 
textile 

C Carbon 
B Basalt 
G Glass and alkali-resistant (AR) glass 
PBO Poliparafenilenbenzobisoxazole 
CF Carbon fiber-reinforced polymer 

Design factors of 
TRM 

Af (mm2) Total cross-section area of textile in TRM 
ff (MPa) Tensile strength of fiber in textile 
Swf (mm) Spacing of weft fiber 
Swr(mm) Spacing of warp fiber 
Layer Number of layers 
Anchorage Status of additional strengthening 

Strength Py(kN) Yield strength that loads at rebar yield on flexural 
behavior  

Fig. 1. Schematic of an MLP.  

Table 2 
Dimensions of the MLP model.  

Layer type Dimension 

Input layer 23 (Number of input features) 
Hidden layer 1 1024 
Hidden layer 2 512 
Hidden layer 3 512 
Hidden layer 4 256 
Output layer 1 (Predicted yield strength)  
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DeepLIFT [41]), owing to the implausible amount of computation 
required. Eventually, one can determine which TRM properties are 
crucial, and which are not for load-bearing capacity prediction. 

3.3.1. Additive feature attribution methods 

g(z
′

) = ϕ0 +
∑M

i=1
ϕiz

′

i (2) 

Here, z′

∈ {0,1}M, M is the number of input features, g(z′

) represents 
the explanation function for a given feature z′ , and ϕi ∈ R; ϕ0 denotes 
the ground value when any input feature does not participate in the 
prediction, and ϕi represents the contribution of the ith input feature, z′

i , 
to the prediction. Equation (2) shows the associated contribution of each 
input feature while considering its presence or absence. 

3.3.2. DeepLIFT 
DeepLIFT has been proposed as an additive explanation method. 

DeepLIFT is established based on the property called “summation-to- 
delta”, as below: 

∑n

i=1
CΔxiΔo = Δo, (3) 

Here, CΔxiΔo represents the contribution of the specific input feature 
Δxi with respect to the total variation in the prediction Δo. Equation (3) 
indicates that the sum of each contribution when a specific input feature 
is perturbed should be the same as the total variation in the prediction. 
In other words, the change in the prediction score is only affected by the 
change in the input features. 

3.3.3. DeepSHAP 
DeepLIFT associated with the Shapley value is called DeepSHAP. We 

used DeepSHAP to quantify the effect of each property of TRM on the 
yield strength. f denotes the original predictor to be explained, and f(x)
denotes the prediction score of a predictor for a single input sample x. 

ϕi =
∑

S⊆F\{i}

|S|!(|F| − |S| − 1 )!
|F|

[
fS∪{i}

(
xS∪{i}

)
− fS(xS)

]
(4) 

In Equation (4), the contribution value is calculated using the 
Shapley value. The Shapley value considers all possible combinations of 
features and the corresponding prediction values (f(x)) for the given 
combination of features. S denotes the feature subset, F denotes the full 
feature set, and xS denotes the input data when only the features in S 
participate during the inference process. Intuitively, if the prediction 
score is consistently high when a certain input feature is present during 
inference, the feature should also have a high contribution value. In 
further experiments, we used DeepSHAP as an explainer. 

4. Results and discussion 

4.1. Prediction performance 

MLP model was compared with machine learning techniques [42], 
such as the support vector machine (SVM), K-nearest neighbors (KNN), 
decision tree, and random forest, as shown in Table 3, to demonstrate its 
suitability for predicting the complex behavior of TRM. Mean Absolute 
Error (MAE) and Root Mean Square Error (RMSE) for the metrics were 

selected as well as R2. The lower MAE and RMSE are, the better models 
perform. 

MAE =
1
N

∑N

i=1
|yi − ŷi | , (5)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1
(yi − ŷi)

2

√
√
√
√ , (6)  

where N denotes the number of data points, yi denotes the target output, 
and ŷi denotes the predicted output value. 

R2 score is popular metric for evaluating the performance of 
regression models. R2 score can span from 0 to 1. The closer to 1, the 
better the regression models fit. 

R2 = 1 −
∑N

i=1(yi − ŷi)
2

∑N
i=1(yi − ȳ)2 , (7)  

where ȳ denotes the average of target values in the dataset. 
KNN presented an unusable level of prediction. Meanwhile, the SVM 

method exhibited a decent performance; however, the decision tree and 
random forest models showed slightly better performances in evaluating 
the load-bearing capacity with mechanical-based data. The MLP model 
exhibited the best performance for a given regression problem; there
fore, it was suitable for predicting the load-bearing capacity of TRM and 
was the best model for reflecting the complex correlation between the 
given features. Therefore, all subsequent impact analyses were con
ducted using the results of the MLP model. 

Fig. 2 depicts the prediction curve by trained MLP model and target 
plots in both training and testing sets. The horizontal axis and vertical 
axis stand for an index of a sample and target feature respectively. If the 
blue curve is well-overlapped to the red curve, it means that trained MLP 
model performs well. In a usual supervised training setup like in this 
experiment, the model was expected to capture generalized patterns 
(not biased one to training sets) although it is trained only by partial 
dataset, namely training sets. If the trained model could have learnt 
patterns of unseen testing sets, it would indicate that the trained model 
was regarded as a generalized model representing the pattern of the 
given dataset. The prediction curves were fitted to target curves in both 
training and testing sets consistently, that is, it was shown that trained 
model have learnt generalized behavior of TRM structure. Hence, in 
order to reveal the complex behavior of a TRM structure, Fig. 2 justifies 
that it is reasonable to analyze learnt behavior by trained model instead 
of analyzing a genuine TRM structural behavior directly. 

4.2. Feature influence 

The average value and impact of each SHAP test sample are shown in 
Figs. 3 and 4, respectively. From Fig. 3, one can observe that the features 
related to the existing RC members have a significant influence on the 
load-bearing capacity. The TRM-related features affecting the load- 
bearing capacity, in decreasing order of significance, were the fiber 
tensile strength, cross-sectional area, weft fiber spacing, anchorage, 
number of layers, and warp fiber spacing. From Fig. 4, it presents three- 
dimensional graph plotting feature impacts in the form of SHAP values 
for each testing data (a dot). The horizontal axis and vertical axis stand 
for a list of features (sorted by an average impact magnitude) and SHAP 
value, respectively. The feature value is presented in the form of colors. 
The feature has global positive relation to the yield strength if the color 
changes from blue to red rightward, and global negative relation for 
leftward changes. If the feature does not have explicit relation to the 
yield strength, the color will change arbitrary. In addition, the variance 
(a width of dots distribution) approximately tells us how big the impact 
magnitude is. Larger SHAP values means the feature value contributes to 
the yield strength more, vice versa. Accordingly, impact of the feature 

Table 3 
Evaluation results.  

Model MAE RMSE R2 

SVM  5.3526  7.9312  0.9004 
KNN  595.954  165.8566  0.5012 
Decision Tree  4.67  7.1483  0.9443 
Random Forest  4.737  6.368  0.9454 
MLP  3.6924  5.0211  0.9677  
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Fig. 2. Prediction and target values in both training and test sets.  

Fig. 3. Average impact magnitude on test set.  
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can be determined and which relation the feature has, positive or 
negative. Therefore, one can observe that the features having a positive 
impact are the fiber tensile strength and cross-sectional area, and the 
feature having a negative impact is the weft fiber spacing. Anchorage 
and the number of layers seem to have a positive impact; however, the 
effect is small. Warp fiber spacing exerts a considerably low influence, 
and its impact is neither positive nor negative. 

The effect of the type of textile material was the greatest when car
bon was used, but it is difficult to determine the feature impact accu
rately because the rest of the materials do not have sufficient data. As an 
alternative, the type of materials is closely related to the tensile strength 
of the fiber, and the impact of tensile strength instead of materials can be 
considered until sufficient datasets for materials are accumulated. 

4.3. Discussion 

The ordinary physical properties of the material and the structural 

geometry were used to calculate the strength of the RC structures. In 
addition, externally bonded reinforcements, such as FRP or TRM, for 
strengthening structures may require a model to analyze the bond 
strength between the concrete and strengthening materials. External 
factors, excluding material properties, particularly textile geometry, are 
also highly likely to affect textile performance. These factors are sum
marized in ACI 549.4R with the properties of the material [5] and a 
state-of-the-art review by Koutas et al. [3], which provides guidelines for 
the design of TRM as follows. 

The ACI 549.4R [5] was the first established design guideline for 
FRCM strengthening. The design parameters of the constituent materials 
in FRCM are drying shrinkage, void content, tensile properties, bond and 
interlaminar shear strengths, matrix properties, and durability (aging, 
freezing and thawing, and fuel resistance) based on AC434 [4]. In 
addition, it was suggested that the open area of the textile mesh should 
occupy at least 33.3 % of the total area. 

According to Koutas et al. (2019) [3], the factors causing a change in 

Fig. 4. Feature impact on each test sample.  
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performance are the internal steel reinforcement ratio, polymer adhe
sive coating on textiles, and mortar type. It was found that the flexural 
performance either improved or deteriorated with respect to the amount 
of textile reinforcement. This is because the textile reinforcement leads 
to a change in the failure mode according to the changes in the textile 
layer. With respect to textile geometry and anchorage factors, no strong 
evidence that indicated a change in performance was found. In partic
ular, it did not conform to the hypothesis that textiles would have a 
mechanical interlocking effect owing to mesh perforation. 

A comparison of the external factors of TRM, based on the current 
guidelines and the results of this study, is shown in Table 4. The ACI 
549.4 R [5] guidelines can be used to understand the minimum effect of 
each factor, and if necessary, an additional examination is required. 
State-of-the-art reviews [3] have not provided clear evidence of each 
effect. In this study, although the specific criteria suggested in ACI 
549.4R [5] could not be analyzed, the specific effects of textile geome
try, anchorage, and number of layers could be identified. 

5. Conclusion 

In this study, the flexural load-bearing capacity was evaluated 
through AI based on the experimental data of an RC beam strengthened 
with a TRM, and the load-bearing capacity factors were analyzed. 

(1) The MLP model had a better regression performance than tradi
tional machine learning, even though the training dataset was small, and 
effectively reflected the complex correlation between the given features. 

(2) The external factors affecting the load-bearing capacity as textile 
geometry, anchorage, and the number of layers were analyzed. The 
spacing of the weft fibers had a negative impact, whereas the spacing of 
the warp fibers had a lower impact than other design factor of TRM. The 
anchorage and number of textile reinforcement layers had a positive 
impact; however, the effect was small. 

(3) The results of learning and analyzing the load-bearing capacity of 
the TRM using the MLP model presented evidence to support the existing 
research results on textiles. However, feature impacts computed by 
SHAP values can only be a tool to compare the contributions of features 

relatively and to identify the tendency of features whether they are in 
positive or negative relation to the target feature. Due to the lack of even 
more sophisticated analysis technique, absolute quantitative measure
ment remains as a challenging task. 

This study was conducted by collecting data from a study based on 
the TRM in a similar experimental environment. By introducing AI 
technology for the evaluation of the strength of structures, it is possible 
to present evidence to analyze the load-bearing capacity factors whose 
influence is unclear. Therefore, it is necessary to develop a universal 
structural performance evaluation model through the expansion of 
experimental data that can be used to analyze different types of textile 
properties in future. 
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Appendix A Input data  

Refs b 
(mm) 

h 
(mm) 

d (mm) d’ 
(mm) 

L 
(mm) 

l 
(mm) 

a 
(mm) 

fck 
(MPa) 

As 
(mm2) 

fy 
(MPa) 

As’ 
(mm2) 

fy’ 
(MPa) 

Material ff 
(MPa) 

Af 
(mm2) 

layer Swr 
(mm) 

Swf 
(mm) 

Anchorage Py 
(kN) 

[6] 400 250 200 50 2400 2200 750 40 461.8 523.15 461.8 523.15 RC       134.8 
400 250 200 50 2400 2200 750 40 461.8 523.15 461.8 523.15 RC       140.3 
400 250 200 50 2400 2200 750 40 461.8 523.15 461.8 523.15 Carbon 3051 31.96 2 10 10 0 160 
400 250 200 50 2400 2200 750 40 461.8 523.15 461.8 523.15 Carbon 3051 31.96 2 10 10 0 175 

[43] 150 250 209 41 2400 2200 850 30 157.1 500 100.5 500 RC       39.8 
150 250 209 41 2400 2200 850 30 157.1 500 100.5 500 Carbon 4800 5 2 10 10 1 49 
150 250 209 41 2400 2200 850 30 157.1 500 100.5 500 Carbon 4800 7.5 3 10 10 1 51.8 
150 250 209 41 2400 2200 850 30 157.1 500 100.5 500 Carbon 4800 5 2 10 10 1 48.8 
150 250 209 41 2400 2200 850 30 157.1 500 100.5 500 PBO 5800 6.3 2 15 20 1 44.2 
150 250 209 41 2400 2200 850 30 157.1 500 100.5 500 Glass 2600 10.6 4 14.2 18.2 1 46.1 
150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 RC       73.4 
150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 Carbon 4800 5 2 10 10 1 86.2 

(continued on next page) 

Table 4 
Comparison of the external factors for flexural strength of TRM.  

External design factors 
of TRM 

ACI 549.4R [5] State-of-the-art (2019) [3] This study 

Geometry At least 33.3 % of open area No clear results - Weft spacing has negative impact 
with high influence 
- Warp spacing has a low influence 

Anchorage Can be effective, but should be substantiated by the 
licensed design professional 

No strong evidence Low positive impact 

Number of layers Multilayer FRCM may necessary the longer values of 
development length. 

More than one layer can alter the failure mode 
with slippage of the fiber.  
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(continued ) 

Refs b 
(mm) 

h 
(mm) 

d (mm) d’ 
(mm) 

L 
(mm) 

l 
(mm) 

a 
(mm) 

fck 
(MPa) 

As 
(mm2) 

fy 
(MPa) 

As’ 
(mm2) 

fy’ 
(MPa) 

Material ff 
(MPa) 

Af 
(mm2) 

layer Swr 
(mm) 

Swf 
(mm) 

Anchorage Py 
(kN) 

150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 Carbon 4800 7.5 3 10 10 1 89.2 
150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 PBO 5800 6.3 2 15 20 1 92.1 
150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 PBO 5800 6.3 2 15 20 1 83.7 
150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 Glass 2600 5.3 2 14.2 18.2 1 74.6 
150 250 209 41 2400 2200 850 30 314.2 500 100.5 500 Glass 2600 5.3 2 14.2 18.2 1 70.5 
150 250 209 41 2400 2200 850 50 157.1 500 100.5 500 RC       42 
150 250 209 41 2400 2200 850 50 157.1 500 100.5 500 Carbon 4800 7.5 3 10 10 1 50.2 
150 250 209 41 2400 2200 850 50 157.1 500 100.5 500 PBO 5800 5 2 15 20 1 45.5 

[44] 170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 RC       22.8 
170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 CFRP 4300 1.8 1 17 33 0 20.5 
170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 CFRP 4300 3.6 2 17 33 0 41.9 
170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 CFRP 4300 5.4 3 17 33 0 31 
170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 CFRP 4300 2.7 1 17 33 0 26.7 
170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 CFRP 4300 5.4 2 17 33 0 33.6 
170 300 260 40 3000 2700 900 28 157.1 480 157.1 480 CFRP 4300 8.1 3 17 33 0 36.4 

[13] 500 300 263 20 2100 1900 950 30 157.1 515 100.5 535 Carbon 4800 14.1 2 10 10 1 81 
500 300 263 20 2100 1900 950 30 157.1 515 100.5 535 Glass 2600 14.1 2 14 18 0 55.3 
500 300 263 20 2100 1900 950 30 157.1 515 100.5 535 Glass 2600 14.1 2 14 18 1 55.1 
500 300 266 20 2100 1900 950 30 402.1 595 100.5 535 Carbon 4800 14.1 2 10 10 1 150 
500 300 266 20 2100 1900 950 30 402.1 595 100.5 535 Glass 2600 14.1 2 14 18 1 126.7 

[45] 200 300 252.5 0 4000 3800 1275 21.4 353.4 440 0 0 RC       54.8 
200 300 252.5 0 4000 3800 1275 21.4 353.4 440 0 0 Carbon 3000 9.2 1 20 20 1 54.8 
200 300 252.5 0 4000 3800 1275 21.4 353.4 440 0 0 Carbon 2800 32.4 1 15 30 0 53.6 
200 300 252.5 0 4000 3800 1275 21.4 353.4 440 0 0 Carbon 2800 32.4 1 15 30 1 52.2 
200 300 252.5 0 4000 3800 1275 21.4 353.4 440 0 0 Carbon 2800 97.2 3 15 30 1 72.4 
200 300 247.5 0 4000 3800 1275 21.4 981.7 458 0 0 RC       127.8 
200 300 247.5 0 4000 3800 1275 21.4 981.7 458 0 0 Carbon 3000 9.2 1 20 20 1 126.8 
200 300 247.5 0 4000 3800 1275 21.4 981.7 458 0 0 Carbon 2800 32.4 1 15 30 0 118 
200 300 247.5 0 4000 3800 1275 21.4 981.7 458 0 0 Carbon 2800 32.4 1 15 30 1 131.2 
200 300 247.5 0 4000 3800 1275 21.4 981.7 458 0 0 Carbon 2800 97.2 3 15 30 1 129 

[14] 120 150 130 0 960 860 355 30 157.1 210 0 0 RC       18.6 
120 150 130 0 960 860 355 30 157.1 210 0 0 Carbon 4362 4.84 1 10 10 0 30 
120 150 130 0 960 860 355 30 157.1 210 0 0 Carbon 4362 4.84 1 10 10 0 24.8 
120 150 130 0 960 860 355 30 157.1 210 0 0 Carbon 4362 9.68 2 10 10 0 33 
120 150 130 0 960 860 355 30 157.1 210 0 0 Carbon 4362 10.56 2 10 10 1 42 
120 150 130 0 960 860 355 30 157.1 210 0 0 Carbon 4362 4.84 1 10 10 0 31.9 
120 150 130 0 960 860 355 30 157.1 210 0 0 Carbon 4362 9.68 2 10 10 0 33.7 

[46] 150 200 164 36 2200 2000 800 20 157.1 372 157.1 372 RC       37.18 
150 200 164 36 2200 2000 800 20 157.1 372 157.1 372 RC       34.39 
150 200 164 36 2200 2000 800 20 157.1 372 157.1 372 Basalt 623 256 10 25 25 1 45.89 
150 200 164 36 2200 2000 800 20 157.1 372 157.1 372 Basalt 623 128 5 25 25 1 40.12 
150 200 164 36 2200 2000 800 20 157.1 372 157.1 372 Basalt 623 256 10 25 25 1 46.98 

[47] 150 250 216 33 3000 2700 900 22.77 339.3 515.44 157 521.89 RC       74.85 
150 250 216 33 3000 2700 900 22.77 339.3 515.44 157 521.89 PBO 5800 6.75 1 10 20 0 80.1 
150 250 216 33 3000 2700 900 22.77 339.3 515.44 157 521.89 PBO 5800 6.75 1 10 20 0 80.04 
150 250 217 32 3000 2700 900 23.02 157 525.9 100.53 535.6 RC       41.83 
150 250 217 32 3000 2700 900 23.02 157 525.9 100.53 535.6 PBO 5800 6.75 1 10 20 0 45.03 
150 250 217 32 3000 2700 900 23.02 157 525.9 100.53 535.6 PBO 5800 13.5 2 10 20 0 50.4 
150 250 217 32 3000 2700 900 23.02 157 525.9 100.53 535.6 PBO 5800 13.5 2 10 20 0 50.01 
150 250 217 32 3000 2700 900 23.02 157 525.9 100.53 535.6 PBO 5800 20.25 3 10 20 0 52.74 
150 250 217 32 3000 2700 900 23.02 157 525.9 100.53 535.6 PBO 5800 20.25 3 10 20 0 46.1 
150 250 217 32 3000 2700 900 22.39 157 525.9 100.53 535.6 PBO       39.84 
150 250 217 32 3000 2700 900 22.39 157 525.9 100.53 535.6 PBO 5800 13.5 2 10 20 0 44.94 
150 250 217 32 3000 2700 900 22.39 157 525.9 100.53 535.6 PBO 5800 20.25 3 10 20 0 49.77 

[12] 101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 RC       30.1 
101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 Carbon 1518 9.69 1 10 10 0 35.6 
101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 Carbon 2843 9.69 1 10 10 0 37 
101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 Carbon 1518 29.07 3 10 10 0 43 
101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 Carbon 1518 48.45 5 10 10 0 57.2 
101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 Basalt 1190 26.5 7 25 25 0 38.5 
101 202 175 29 1675 1500 580 19.9 100.5 569 226.2 561 Glass 794 31.42 7 12 12 0 40.2 
101 202 175 29 1675 1500 580 21.7 100.5 569 226.2 561 Carbon 1518 29.07 3 10 10 1 41.3 

[15] 150 250 217 33 3000 2700 900 27.73 157 535.6 100.53 535.6 RC       39.1 
150 250 217 33 3000 2700 900 27.73 157 535.6 100.53 535.6 PBO 5800 13.5 2 10 20 0 44.94 
150 250 217 33 3000 2700 900 27.73 157 535.6 100.53 535.6 PBO 5800 20.25 3 10 20 0 49.77 

[11] 200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 RC       74.86 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 Basalt 3080 10.6 1 15 15 1 91.26 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 Basalt 3080 10.6 1 15 15 1 89.1 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 Carbon 4320 9.4 1 10 10 1 91.16 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 Carbon 4320 9.4 1 10 10 1 93.82 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 Glass 2610 8.4 1 25 20 1 88.9 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 Glass 2610 8.4 1 25 20 1 89.68 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 PBO 5800 9.1 1 10 20 1 98.84 
200 500 450 50 4400 4000 1300 48.1 157 517.2 157 517.2 PBO 5800 9.1 1 10 20 1 96.72 

[8] 120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 RC       32.06 

(continued on next page) 
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(continued ) 

Refs b 
(mm) 

h 
(mm) 

d (mm) d’ 
(mm) 

L 
(mm) 

l 
(mm) 

a 
(mm) 

fck 
(MPa) 

As 
(mm2) 

fy 
(MPa) 

As’ 
(mm2) 

fy’ 
(MPa) 

Material ff 
(MPa) 

Af 
(mm2) 

layer Swr 
(mm) 

Swf 
(mm) 

Anchorage Py 
(kN) 

120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 8.86 3 8 8 0 33.66 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 8.86 3 8 8 0 38.22 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 17.71 6 8 8 0 34.89 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 26.57 9 8 8 0 38.71 

[48] 120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 RC       29.59 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 8.86 3 8 8 0 35.51 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 8.86 3 8 8 0 38.46 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Glass 1789 26.57 9 8 8 0 35.26 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Carbon 4900 2.77 1 10 10 0 36.49 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Carbon 4900 2.77 1 10 10 0 34.4 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Carbon 4900 8.32 3 10 10 0 40.44 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Carbon 4900 8.32 3 10 10 0 42.66 
120 135 118.89 0 1500 1300 450 42.19 142.6 580 0 0 Carbon 4900 16.63 6 10 10 0 41.92  
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